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Abstract

Artificial	intelligence	(AI)	and	machine	learning	(ML)	are	rapidly	transforming	healthcare,
offering	unprecedented	opportunities	for	improving	diagnostics	an...
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Artificial	intelligence	(AI)	and	machine	learning	(ML)	are	rapidly	transforming
healthcare,	 offering	 unprecedented	 opportunities	 for	 improving	 diagnostics
and	personalizing	treatments.	As	these	technologies	become	more	integrated
into	 clinical	 practice,	 regulatory	 bodies	 like	 the	 U.S.	 Food	 and	 Drug
Administration	 (FDA)	 are	 challenged	 with	 ensuring	 their	 safety	 and
effectiveness.	This	 is	 particularly	 true	 for	 adaptive	AI	 algorithms,	which	 can
learn	and	evolve	from	real-world	data.

The	FDA's	traditional	regulatory	paradigm	was	not	designed	for	the	dynamic
nature	 of	 adaptive	 AI.	 Recognizing	 this,	 the	 agency	 has	 been	 proactively
developing	 a	 new	 regulatory	 framework	 to	 address	 the	 unique	 challenges
posed	 by	 these	 technologies.	 This	 blog	 post	 explores	 the	 FDA's	 evolving
approach	to	regulating	adaptive	AI	algorithms	in	healthcare.

The	FDA's	Evolving	Regulatory	Framework

The	 journey	 towards	 a	 new	 regulatory	 framework	 began	 with	 the
acknowledgment	 that	 the	 existing	 system	 was	 ill-equipped	 to	 handle	 the
continuous	learning	capabilities	of	AI/ML-based	Software	as	a	Medical	Device
(SaMD).	 In	 2019,	 the	 FDA	 published	 the	 discussion	 paper,	 "Proposed
Regulatory	 Framework	 for	 Modifications	 to	 AI/ML-Based	 Software	 as	 a
Medical	Device	(SaMD)"	[1].

This	was	 followed	 by	 the	 release	 of	 the	 "Artificial	 Intelligence	 and	Machine
Learning	 Software	 as	 a	 Medical	 Device	 Action	 Plan"	 in	 January	 2021.	 This
action	 plan	 detailed	 a	 multi-pronged	 approach	 to	 overseeing	 AI/ML-based



SaMD,	 including	updated	guidance,	 the	promotion	of	good	machine	 learning
practices,	and	a	focus	on	real-world	performance	monitoring	[2].

Key	Components	of	the	FDA's	Approach

The	 FDA's	 approach	 to	 regulating	 adaptive	 AI	 is	 centered	 around	 a	 "Total
Product	Life	Cycle	 (TPLC)"	approach.	This	approach	 is	 supported	by	 several
key	components:

Good	Machine	Learning	Practice	(GMLP):	The	FDA,	in	collaboration	with
international	 partners,	 has	 developed	 ten	 guiding	 principles	 for	 GMLP	 to
promote	the	development	of	safe,	effective,	and	high-quality	medical	devices
that	 use	 AI/ML	 technologies	 [3].	 Predetermined	 Change	 Control	 Plan
(PCCP):	A	 cornerstone	of	 the	FDA's	new	 framework	 is	 the	PCCP.	This	plan
allows	manufacturers	 to	pre-specify	 anticipated	modifications	 to	 their	AI/ML
algorithms	and	their	plan	for	implementing	those	changes.	If	the	FDA	agrees
to	 the	 PCCP,	 the	 manufacturer	 can	 make	 the	 specified	 changes	 without
needing	 to	 submit	 a	 new	 premarket	 application	 for	 each	 modification	 [4].
Algorithm	Change	Protocol	 (ACP):	 The	ACP	 is	 a	 component	 of	 the	PCCP
that	 details	 the	 specific	 protocols	 for	 data	 management,	 retraining,
performance	 evaluation,	 and	 update	 procedures	 for	 each	 planned
modification,	 ensuring	 that	 any	 changes	 to	 the	 algorithm	 are	 made	 in	 a
controlled	and	transparent	manner	[5].

Challenges	and	Criticisms

Despite	these	efforts,	significant	challenges	remain.	Some	experts	argue	that
the	current	regulatory	framework	may	create	an	"illusion	of	safety,"	as	it	may
not	 fully	account	 for	 the	risks	associated	with	 the	real-world	performance	of
adaptive	 algorithms.	 There	 are	 concerns	 about	 the	 lack	 of	 robust,	 real-time
monitoring	mechanisms	to	detect	performance	degradation	or	the	emergence
of	bias	in	AI	models	[6].

To	 address	 these	 concerns,	 there	 is	 a	 growing	 call	 for	 a	 more	 adaptive,
community-engaged	 regulatory	 approach.	 This	 would	 involve	 mandating
extensive	 post-market	 evaluations	 and	 requiring	 developers	 to	 disclose
training	data	sources.

Conclusion

The	 FDA's	 approach	 to	 regulating	 adaptive	 AI	 algorithms	 is	 a	 work	 in
progress,	 but	 it	 represents	 a	 significant	 step	 towards	 balancing	 innovation
with	 patient	 safety.	 By	 embracing	 a	 TPLC	 approach	 and	 implementing
mechanisms	 like	 the	 PCCP	 and	 ACP,	 the	 FDA	 is	 creating	 a	 regulatory
framework	that	 is	more	agile	and	responsive	to	the	unique	characteristics	of
AI/ML	technologies.

As	AI	continues	to	evolve,	so	too	will	the	regulatory	landscape.	It	is	essential
for	 all	 stakeholders	 to	 work	 together	 to	 ensure	 that	 these	 powerful
technologies	are	used	in	a	safe,	effective,	and	equitable	manner	to	unlock	the
full	potential	of	AI	to	revolutionize	healthcare.
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