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Abstract

Artificial	 Intelligence	 AI	 is	 rapidly	 transforming	 healthcare,	 offering	 unprecedented
capabilities	in	diagnostics,	treatment	planning,	and	patient	monitoring...

Artificial	 Intelligence	 (AI)	 is	 rapidly	 transforming	 healthcare,	 offering
unprecedented	 capabilities	 in	 diagnostics,	 treatment	 planning,	 and	 patient
monitoring.	As	AI-powered	medical	devices—often	classified	as	Software	as	a
Medical	 Device	 (SaMD)—move	 from	 research	 labs	 to	 clinical	 practice,	 they
encounter	 a	 complex	 and	 evolving	 regulatory	 landscape.	 The	 primary
challenge	is	that	traditional	medical	device	frameworks	were	not	designed	for
the	unique	characteristics	of	AI:	its	adaptivity,	its	data-dependency,	and	its
inherent	 opacity.	 Navigating	 this	 dual	 challenge	 is	 critical	 for	 innovators,
regulators,	 and	 the	 public	 alike,	 as	 the	 future	 of	 digital	 health	 hinges	 on
establishing	robust	and	flexible	oversight.

The	Adaptive	Algorithm	Dilemma:	FDA's	Response

In	 the	 United	 States,	 the	 Food	 and	 Drug	 Administration	 (FDA)	 has
acknowledged	that	 its	traditional	regulatory	paradigm,	which	requires	a	new
premarket	review	for	every	significant	device	modification,	is	ill-suited	for	AI.
The	 core	 issue	 is	 the	 adaptive	 algorithm,	 which	 is	 designed	 to	 learn	 and
improve	 from	 real-world	 data	 post-market.	 Regulating	 a	 device	 that	 is
constantly	 changing	 requires	 a	 new,	 forward-looking	 approach	 to	 ensure
safety	and	effectiveness	throughout	its	lifecycle.

The	FDA's	solution	 is	centered	on	the	concept	of	a	Predetermined	Change
Control	Plan	(PCCP).	This	plan,	submitted	and	approved	before	the	device	is
marketed,	 outlines	 the	 types	 of	 modifications	 the	 manufacturer	 intends	 to
make	 (the	 "Modification	 Protocol")	 and	 the	 methods	 used	 to	 ensure	 the
changes	 remain	 safe	 and	 effective	 (the	 "Algorithm	 Change	 Protocol").	 This
shifts	 the	 focus	 from	regulating	a	static	product	 to	regulating	the	process	of
change.	 Complementing	 this	 is	 the	 emphasis	 on	Good	Machine	 Learning
Practice	 (GMLP),	 a	 set	 of	 guiding	 principles	 for	 developing,	 testing,	 and
deploying	 AI/ML-enabled	 medical	 devices	 that	 promotes	 transparency	 and
quality.



The	High-Risk	Classification:	EU's	Dual	Framework

The	 European	 Union	 presents	 a	 distinct	 and	 arguably	 more	 stringent
regulatory	 environment.	 AI	 medical	 devices	 must	 comply	 with	 two	 major
legislative	 acts:	 the	 Medical	 Device	 Regulation	 (MDR)	 and	 the	 new
Artificial	Intelligence	Act	(AI	Act).

The	 MDR	 already	 imposes	 rigorous	 requirements,	 particularly	 concerning
clinical	 evidence	 and	 technical	 documentation	 for	 all	 medical	 devices.
However,	the	AI	Act	introduces	a	new	layer	of	complexity.	Under	the	AI	Act,
most	 AI	 systems	 intended	 to	 be	 used	 as	 a	 safety	 component	 of	 a	 device	 or
product	already	covered	by	EU	harmonization	 legislation	 (like	 the	MDR)	are
automatically	 classified	 as	 high-risk.	 This	 classification	 mandates	 a	 strict
conformity	 assessment,	 extensive	 quality	 management	 systems,	 and	 a	 high
degree	 of	 transparency	 and	 human	 oversight.	 The	 dual	 compliance
requirement—MDR	for	medical	device	safety	and	performance,	and	the	AI	Act
for	the	AI	component's	trustworthiness	and	risk—creates	a	significant	hurdle
for	 market	 entry	 and	 necessitates	 careful	 strategic	 planning	 by
manufacturers.

Fundamental	Challenges:	Data,	Bias,	and	Transparency

Beyond	 the	 specific	 frameworks	 of	 the	 FDA	 and	 EU,	 three	 fundamental
challenges	 persist	 globally,	 demanding	 international	 cooperation	 and
innovative	solutions:

1.	Data	Quality	and	Bias:	AI	models	are	only	as	good	as	the	data	they	are
trained	on.	 If	 training	datasets	 lack	diversity	or	contain	systemic	biases,	 the
resulting	 AI	 may	 perform	 poorly	 or	 even	 dangerously	 in	 specific	 patient
populations,	 exacerbating	 existing	 health	 inequities.	 Regulators	 are
increasingly	 demanding	 evidence	 of	 robust,	 diverse,	 and	 representative
datasets	 to	mitigate	 this	 critical	 risk.	 2.	Transparency	 and	 Explainability
(The	 "Black	 Box"):	 Many	 advanced	 AI	 models,	 particularly	 deep	 learning
networks,	 operate	 as	 "black	 boxes,"	 making	 it	 difficult	 for	 clinicians	 and
regulators	 to	 understand	 why	 a	 specific	 decision	 or	 recommendation	 was
made.	This	 lack	of	explainability	 is	a	major	barrier	 to	clinical	adoption	and
regulatory	trust,	especially	when	a	patient's	life	is	at	stake	and	accountability
is	 paramount.	 3.	 Post-Market	 Surveillance:	 For	 adaptive	 algorithms,
continuous	monitoring	 is	 essential.	 Regulators	 need	 robust	 systems	 to	 track
performance	 degradation,	 detect	 new	 biases,	 and	 ensure	 that	 post-market
changes	 adhere	 to	 the	 approved	 PCCP.	 This	 requires	 new	 infrastructure,
advanced	 auditing	 tools,	 and	 collaboration	 between	 regulators	 and
manufacturers	to	ensure	ongoing	safety.

The	regulatory	journey	for	AI	medical	devices	is	a	marathon,	not	a	sprint.	The
rapid	 pace	 of	 technological	 innovation	 constantly	 outstrips	 the	 speed	 of
legislative	change,	creating	a	perpetual	need	for	regulatory	agility.	For	more
in-depth	 analysis	 on	 this	 topic,	 the	 resources	 at	 [www.rasitdinc.com]
(https://www.rasitdinc.com)	 provide	 expert	 commentary	 and	 professional
insight	into	the	intersection	of	digital	health,	regulation,	and	technology.

Conclusion



The	 regulatory	 challenges	 for	 AI	 medical	 devices	 are	 complex,	 spanning
technical,	ethical,	and	 legal	domains.	The	FDA’s	move	 toward	 the	PCCP	and
the	EU’s	dual	regulation	under	the	MDR	and	AI	Act	represent	global	efforts	to
balance	innovation	with	patient	safety.	As	these	frameworks	mature,	success
will	 depend	 on	 a	 shared	 commitment	 from	 developers,	 clinicians,	 and
regulators	 to	 foster	 transparency,	 manage	 adaptivity,	 and	 ensure	 that	 AI
serves	 as	 a	 reliable	 and	 equitable	 tool	 in	 the	 future	 of	 healthcare.	 This
collaborative	 approach	 is	 the	 only	 way	 to	 unlock	 the	 full	 potential	 of	 AI	 in
medicine	while	safeguarding	public	health.
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