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Abstract

The	integration	of	Artificial	Intelligence	AI	into	medical	devices,	particularly	as	Software
as	a	Medical	Device	SaMD,	promises	a	revolution	in	healthcare,	o...

The	integration	of	Artificial	Intelligence	(AI)	into	medical	devices,	particularly
as	Software	as	a	Medical	Device	(SaMD),	promises	a	revolution	in	healthcare,
offering	 unprecedented	 diagnostic	 accuracy	 and	 personalized	 treatment.
However,	 this	 transformative	 potential	 is	 intrinsically	 linked	 to	 a	 critical
question:	How	 is	 AI	medical	 device	 quality	 controlled	 to	 ensure	 safety,
efficacy,	and	reliability	in	a	clinical	setting?	Unlike	traditional,	static	medical
devices,	 AI-driven	 systems	 are	 often	 dynamic,	 learning,	 and	 adapting,
presenting	unique	regulatory	and	quality	control	challenges.

The	Regulatory	 Framework:	 A	New	Paradigm	 for	Dynamic
Software

Global	 regulatory	 bodies	 have	 recognized	 the	 need	 for	 a	 new	 framework	 to
govern	 AI/Machine	 Learning	 (ML)-based	 SaMD.	 The	 traditional	 "locked"
device	model,	where	a	device's	performance	is	fixed	at	the	time	of	approval,	is
inadequate	for	adaptive	AI.

The	FDA's	Approach:	Total	Product	Lifecycle	(TPLC)

In	the	United	States,	the	Food	and	Drug	Administration	(FDA)	has	proposed	a
framework	 centered	 on	 the	 Total	 Product	 Lifecycle	 (TPLC)	 [1].	 This
approach	 acknowledges	 that	 AI	 models	 can	 and	 should	 evolve	 post-market.
Key	components	of	the	FDA's	proposed	quality	control	system	include:

1.	 Predetermined	 Change	 Control	 Plan	 (PCCP):	 Manufacturers	 must
submit	a	plan	outlining	the	types	of	modifications	they	intend	to	make	to	the
AI	model	(e.g.,	new	data	sources,	performance	updates)	and	the	methods	for
controlling	and	validating	those	changes.	This	ensures	that	even	post-market
changes	 are	 predictable	 and	 safe.	 2.	 Good	 Machine	 Learning	 Practice
(GMLP):	 This	 set	 of	 principles	 focuses	 on	 the	 development	 process,
emphasizing	 data	 management,	 feature	 extraction,	 model	 training,	 and
performance	 evaluation.	 GMLP	 is	 crucial	 for	 establishing	 the	quality	 of	 the



underlying	algorithm	and	the	data	it	learns	from.	3.	Transparency	and	Real-
World	 Performance	 Monitoring:	 Continuous	 monitoring	 of	 the	 AI's
performance	 in	 real-world	 clinical	 settings	 is	 mandatory.	 This	 includes
mechanisms	 for	 addressing	 potential	 biases,	 drift	 in	 performance,	 and
unexpected	outcomes.

The	European	Union's	Stance:	MDR	and	the	AI	Act

In	the	European	Union,	AI	medical	devices	are	primarily	regulated	under	the
Medical	Device	Regulation	(MDR)	 [2].	The	MDR's	stringent	requirements
for	clinical	evidence,	risk	management	(ISO	14971),	and	quality	management
systems	 (ISO	13485)	apply	 to	AI	devices.	Furthermore,	 the	emerging	EU	AI
Act	is	set	to	classify	AI	in	medical	devices	as	"high-risk,"	imposing	additional
requirements	 on	 data	 governance,	 technical	 documentation,	 transparency,
and	human	oversight	 [3].	This	dual-layer	of	 regulation	ensures	both	medical
safety	and	broader	ethical	and	legal	compliance.

Core	Quality	Control	Challenges	for	AI	in	Medicine

The	dynamic	nature	of	AI	introduces	specific	quality	control	hurdles	that	must
be	addressed:

|	Challenge	|	Description	|	Quality	Control	Mechanism	|	|	:---	|	:---	|	:---	|	|	Data
Bias	and	Quality	|	AI	performance	is	entirely	dependent	on	the	training	data.
Biased	 or	 poor-quality	 data	 can	 lead	 to	 discriminatory	 or	 inaccurate	 clinical
decisions.	 |	 Data	 Governance:	 Rigorous	 protocols	 for	 data	 collection,
curation,	annotation,	and	auditing	to	ensure	representativeness	and	quality.	|	|
Model	Drift	|	An	AI	model's	performance	can	degrade	over	time	as	real-world
data	 changes	 or	 differs	 from	 the	 training	 data.	 |	Continuous	Monitoring:
Post-market	 surveillance	 systems	 to	 detect	 performance	 degradation	 and
trigger	necessary	updates	as	defined	in	the	PCCP.	 |	 |	Explainability	(Black
Box)	 |	 The	 complexity	 of	 deep	 learning	 models	 can	 make	 it	 difficult	 to
understand	 why	 a	 specific	 decision	 was	 made,	 hindering	 clinical	 trust	 and
error	analysis.	|	Explainable	AI	(XAI):	Development	of	techniques	to	provide
human-interpretable	rationales	for	AI	outputs,	ensuring	clinical	accountability.
|	 |	 Validation	 and	 Verification	 |	 Traditional	 validation	 methods	 are
insufficient	 for	 continuously	 learning	 systems.	 |	 Robust	 Testing:	 Use	 of
diverse,	independent	validation	datasets	and	stress-testing	against	adversarial
examples.	|

The	Future	of	Algorithmic	Assurance

The	 future	 of	 quality	 control	 for	 AI	 medical	 devices	 lies	 in	 establishing	 a
culture	of	algorithmic	assurance—a	commitment	to	safety	and	efficacy	that
spans	 the	 entire	 product	 lifecycle.	 This	 requires	 collaboration	 between
regulators,	 developers,	 and	 clinicians	 to	 establish	 living	 standards	 that	 can
adapt	as	quickly	as	the	technology	itself.

For	 more	 in-depth	 analysis	 on	 this	 topic,	 including	 the	 nuances	 of
international	 regulatory	 harmonization	 and	 the	 ethical	 implications	 of
algorithmic	 bias,	 the	 resources	 at	 [www.rasitdinc.com]
(https://www.rasitdinc.com)	 provide	 expert	 commentary	 and	 professional



insight.

**

References

[1]	U.S.	Food	and	Drug	Administration.	(2021).	Action	Plan	for	AI/ML-Enabled
Medical	 Devices.	 [https://www.fda.gov/medical-devices/software-medical-
device-samd/artificial-intelligence-software-medical-device]
(https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-
intelligence-software-medical-device)	 [2]	 European	 Commission.	 Regulation
(EU)	 2017/745	 on	 medical	 devices	 (MDR).	 [https://eur-
lex.europa.eu/eli/reg/2017/745/oj](https://eur-
lex.europa.eu/eli/reg/2017/745/oj)	 [3]	 European	 Parliament.	 Artificial
Intelligence	Act	(EU	AI	Act)*.	[https://www.europarl.europa.eu/news/en/press-
room/20240308IPR19015/artificial-intelligence-act-meps-adopt-landmark-law]
(https://www.europarl.europa.eu/news/en/press-
room/20240308IPR19015/artificial-intelligence-act-meps-adopt-landmark-law)

Rasit	Dinc	Digital	Health	&	AI	Research

https://rasitdinc.com

©	2022	Rasit	Dinc


